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Abstract

Biased responses in survey studies could seriously harm and mislead our economic
decision-making. To mitigate survey response bias, we suggest an alternative way of
combining two existing strategies, cheap talk and the Bayesian Truth Serum (BTS).
In our three proof-of-concept experiments, we found that our alternative approach,
named the C-BTS, helps elicit more truthful survey responses even in situations where
neither the BTS nor cheap talk alone works well enough, especially in the context of
economic valuation of goods. By applying the C-BTS, we have also confirmed that
AI-powered services are already significantly enhancing the well-being of our citizens.
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1 Introduction

The data collected through surveys forms a groundwork for economic research and policy-
making. Nevertheless, it has been widely discussed how reliable self-reported surveys are, and
previous studies have found significant bias even in government-sponsored surveys (Moore et
al., 1997; Bhandari et al., 2020; Davison et al., 2022; Comerford, 2023). There can be several
potential sources of bias in survey data, such as the bias in sampling and data-collection
mode (Kasprzyk, 2005; Bhandari et al., 2020). However, presumably, the most problematic
bias might come from the survey responses themselves, because it is usually challenging to
recover the unbiased responses using ex-post correction methods. Given how critically these
survey data are used for economic research and policymaking, biased responses in surveys
could seriously harm and mislead our economic decision-making.

There have been ongoing discussions on how to mitigate the bias in survey responses.
Especially, in economic valuation, how to reduce so-called hypothetical bias, which can be
defined as the difference between the stated value elicited from hypothetical choices in a
survey and the revealed value from real choices (Murphy et al., 2005), has been extensively
discussed in academia. Several approaches have been suggested on how to mitigate the bias,
but presumably, the two most widely used approaches, especially in economic research, might
be cheap talk (Cummings and Taylor, 1999) and the Bayesian Truth Serum (Prelec, 2004).
Cheap talk is to let respondents themselves aware of their potential bias when answering
hypothetical questions by directly providing the scripts on what hypothetical bias is and
why it might occur, and then ask subjects to answer questions as if they were in a real
situation (Cummings and Taylor, 1999). In contrast, the Bayesian Truth Serum (BTS) is a
method of scoring the truthfulness of the responses and rewarding those who score higher
with a bonus payment (Prelec, 2004). In this approach, truthfully stating one’s belief is each
respondent’s best response to maximize the expected monetary payoff in the survey, given
that everyone is responding truthfully. The efficacy of each approach has been extensively
tested. While some studies have shown that each approach can mitigate the bias in survey
responses successfully (Lusk, 2003; Carlsson et al., 2005; List et al., 2006; Weaver and Prelec,
2013; Frank et al., 2017), they were not effective enough in several other studies (Aadland
and Caplan, 2006; Blumenschein et al., 2008; Barrage and Lee, 2010; Bennett et al., 2019;
Menapace and Raffaelli, 2020).

We presume that efficacy varies across studies due to the structural limitations of each
of the two approaches. Although cheap talk approach was named following a game theoretic
situation where costless signaling (or truth-telling) can occur by having (at least) a partial
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alignment of interests between two parties, no mutually aligned interest exists in the context
of a survey, as truth-telling is beneficial only to the researcher while it incurs only a mental
cost for subjects who need to respond to the questions more carefully. Hence, there exists no
incentive for subjects to answer survey questions sincerely, and this approach simply relies on
the “good will” of the respondents. Due to this structural limitation, we expect cheap talk
approach might not work well enough, especially when a survey question is more complex,
and therefore, requires a higher mental cost, or when there exists a motive for providing
deceptive responses for some reasons (e.g., self-image concern, etc.). In contrast, the BTS
explicitly provides incentives for truth-telling in the form of monetary rewards, but as Prelec
himself, who first proposed the BTS approach, pointed out, it may not eliminate all types
of untruthfulness (Weaver and Prelec, 2013). Out of the three types of untruthfulness he
mentioned, he confirmed the BTS can mitigate intentional deception and carelessness, but
he noted that some sources of inauthenticity, which indicate the situation where answers
are biased due to several reasons such as social norms or cognitive heuristics, may be fully
unconscious and hard to be eliminated even by huge monetary rewards (Weaver and Prelec,
2013). Inauthenticity might not matter much for simple and obvious tasks. Indeed, in several
studies where the BTS worked well, the context of the task was relatively simple (e.g., “From
the list, how many items do you know?”, etc.). However, we expect inauthenticity might
matter much more when the context of the task gets complex, and many important surveys
in economic reearch require respondents to consider multidimensional aspects of each task
(e.g., contingent valuation on environmental goods).

To overcome the shortcomings of each approach described above, this study presents an
alternative approach. We argue that cheap talk and the BTS can complement each other.
If a surveyor provides pecuniary benefits using the BTS, respondents in cheap talk may
have an incentive for answering questions more carefully as if they were in a real situation.
Conversely, when the cheap talk script is included, respondents are more likely to be aware of
their potential inauthenticity which could bias the responses seriously in the BTS. Hence, we
suggest to combine cheap talk with the BTS for eliciting more truthful responses in surveys.
We call this approach “cheap talk with the Bayesian Truth Serum (C-BTS).” We expect
the C-BTS can elicit more truthful responses because it resembles a real-choice situation by
having two core elements. First, in real choices, people think about their decision making
in the context of their real life. Using the cheap talk part, the C-BTS can ask people to
recall a real-life situation in making choices in a survey. Second, in real-life situations, a
person’s choice has a consequence that directly affects their utility. Using the BTS part, the
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respondent’s choice can have a consequential effect on her utility in the form of the monetary
payoff. In the implementation of the C-BTS in practice, we first provide a description of
the BTS to respondents and ask them to answer several training questions so that they can
better understand the BTS can actually reward their truthful responses. Then, we provide
the cheap talk scripts on what hypothetical bias is and why it might occur. Finally, in each
survey question, we remind respondents that the more accurate their answers are “as if they
were in real situations”, the more likely they are to receive an additional bonus payment in
the survey.

To validate the C-BTS, we implemented three different types of experiments. First, as
direct evidence of the efficacy of the C-BTS, we replicated the context of a previous study,
Barrage and Lee 2010, in which neither cheap talk nor the BTS worked successfully in
eliciting truthful responses. In this experiment, we asked respondents whether they would
donate the $5 they earned during the experiment to children suffering from cancer or have
it for themselves. We randomly assigned respondents into one of five experimental groups,
including Real, Hypothetical, BTS, Cheap Talk, and C-BTS. Our results show that 61.3% of
subjects chose to donate in the Hypothetical group, whereas only 29.7% of respondents chose
to do so in the Real group. For the treatment groups intended for mitigating the hypothetical
bias, 45.3% of subjects in the BTS group chose to donate and 47.9% of respondents in the
Cheap Talk group chose to do so. In contrast, we confirmed that the choices in the C-
BTS group were statistically indistinguishable from those in the REAL group; 29.5% of
participants in the C-BTS group chose to donate the $5 instead of having it for themselves.
This experiment demonstrates that the C-BTS can be successfully used even in situations
where neither the BTS nor cheap talk alone work well enough.

In our second experiment, we tested the efficacy of the C-BTS in the measurement of
the economic value of goods. More specifically, we tried to elicit the willingness-to-accept
(WTA) for not using each of two popular social media apps, Facebook and Instagram for one
week. For this purpose, we asked subjects to make a series of binary discrete choices. For
instance, respondents were asked to choose either ‘Yes’ or ‘No’ to the question, “Would you
be willing to avoid using Facebook for 1 week in exchange for getting $10?” Using 6 different
dollar values, we derived a demand curve for each social media app by fitting a binary logit
model to the respondents’ responses. We found significant hypothetical bias again in this
experiment. The estimated median WTA for not using Facebook for 1 week was $4.94 in
the Hypothetical group, whereas it was $15.61 in the Real group. We also found that the
median WTA in the BTS group ($5.03) was similar to that in the Hypothetical group. The

3



median WTAs in the Cheap Talk group ($10.64) and in the C-BTS group ($11.58) were
statistically different from the hypothetical responses, but they tended to understate the
value of Facebook by around $4, compared to the Real group. We got consistent results
for Instagram as well. There can be two hypotheses to explain the difference in responses
between the Real group and the C-BTS group. First, it is possible that the C-BTS itself
may not work well enough in this context. Second, the responses in the Real group can
tend to overstate the true value of each social media app; To make choices consequential
in the Real group, we informed subjects in this group that some of their choices could be
fulfilled through the deactivation and monitoring process. If this process incurs significant
costs for respondents, the responses in the Real group not only reflect the net value of each
social media app but may also include deactivation and monitoring costs such as the loss
of privacy. To test these hypotheses, we recruited another C-BTS group and asked subjects
to hypothetically assume the same procedure given in the Real group. Then, the median
WTA in this C-BTS group ($15.00) was statistically indistinguishable from the one in the
Real group ($15.61). This result supports the hypothesis that the C-BTS itself works well
and the previous difference between the C-BTS group and the REAL group came mainly
from deactivation and monitoring costs. The deactivation and monitoring process has been
a common practice for incentive compatibility in previous studies on measuring the value of
social media apps (Corrigan et al., 2018; Mosquera et al., 2020; Brynjolfsson et al., 2019a;
Allcott et al., 2020), but the costs from this process have been usually ignored. Our result
shows that this practice can impose the risk of overstating the true value of social media
apps. More generally speaking, our result shows that, while consequential choices have been
treated as a gold standard in economic experiments, the elicited value could be biased even
with consequential incentives if the procedure involves some significant costs to respondents.

Third, we implemented another experiment on economic valuation of 6 social media apps,
using a different survey format. Conjoint analysis has been used extensively in business and
marketing studies. In this experiment, we focus on a specific type of conjoint analysis, best-
worst scaling (Wittenberg et al., 2016). Best-worst scaling (BWS) approach asks subjects to
repeatedly select the best and worst options from several sets of alternatives (Flynn et al.,
2007; Brynjolfsson et al., 2019b). For instance, in one BWS question, we asked respondents
to choose the best and worst option among “Not using Facebook for the next 1 week”, “Not
using Instagram for the next 1 week”, and “Earning $10 less for the next 1 week.” By fitting
a statistical model such as a conditional multinomial logit to the subjects’ responses to the
BWS questions, we can quantitatively measure relative utility from each of the 6 social

4



media apps. The results showed that the C-BTS group was statistically indistinguishable
from the Real group, while the BTS group and the Cheap Talk group were significantly
different from the Real group, suggesting that the C-BTS can be successfully applied for
economic valuation using the BWS format, a type of conjoint analysis. There have been
debates on whether cheap talk scripts can truly mitigate bias, or they just introduce another
bias unrelated to the hypothetical bias (Cummings and Taylor, 1999; List et al., 2006). In
this experiment, by including several different dollar value items (e.g., earning $10 less for
the next 1 week), we could interpolate the implied willingness-to-pay (WTP) for each social
media app in dollar terms. Using the implied WTPs, we checked the correlation between
the size of hypothetical bias and the size of mitigated bias on 6 social media apps. We
found the size of mitigated bias using the C-BTS was positively correlated with the size of
hypothetical bias (ρ = 0.357), while there existed no correlation between cheap talk alone
and hypothetical bias (ρ = -0.091). This result could serve as evidence that, unlike cheap
talk alone, the C-BTS may help to mitigate the hypothetical bias, presumably by making
subjects think more carefully, with financial incentives, about the real-choice situation.

The three proof-of-concept experiments discussed earlier show that, compared to either
cheap talk or the BTS alone, the C-BTS can elicit more truthful responses in different
contexts (donation and social media apps) and in different survey formats (binary discrete
choices and BWS). Accordingly, as an application of the C-BTS, we implemented one more
experiment to better understand one critical aspect of our current digital economy. It is
widely accepted that artificial intelligence (AI) is reshaping how our economy works, but
less understood how much AI is affecting our citizens’ lives. One of the reasons could be
that it is usually challenging to get reliable survey estimates in measuring the value of AI,
especially using consequential choices. Therefore, this context may be especially suitable for
the application of the C-BTS. In this experiment, we tried to measure the consumer value of
12 popular AI-powered services in daily life, such as real-time fraud alerts from one’s credit
card company, etc. As in our third experiment, we used BWS approach and interpolated
the implied WTP for each AI-powered service. Although only 12 AI-powered services were
included in this survey, the combined annual value of these services was approximately
$189.1 billion in the United States. This amounts to about 0.74% of U.S. GDP in 2022. As
Brynjolfsson et al. 2019a pointed out, while the value of digital goods and technologies is not
explicitly captured in traditional economic statistics, given that most of these AI-powered
services are provided for free, this result suggests that AI is already significantly enhancing
our citizens’ quality of life.
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This study makes contributions to the existing literature in two broad areas. First, we
believe our suggested approach, the C-BTS, can contribute to the methodological advance-
ment in mitigation strategies for the bias in survey responses, especially hypothetical bias
in economic valuation. Although there is no consensus on the sources of hypothetical bias
(Haghani et al., 2021; Lee and Hwang, 2016), several explanations have been suggested.
Some studies have pointed out the lack of incentive compatibility might be a main driver
of hypothetical bias (Haghani et al., 2021; Morkbak et al., 2014; Lewis et al., 2018; Buckell
et al., 2020). Another group of studies have argued that moral or social desirability might
prohibit respondents to answer survey questions more truthfully (Haghani et al., 2021; An-
dreoni, 1990; Leggett et al., 2003; Nunes and Schokkaert, 2003; Ding et al., 2005; Champ and
Welsh, 2007; Olynk et al., 2010; Hainmueller et al., 2015; Smith et al., 2017; Svenningsen and
Jacobsen, 2018; Menapace and Raffaelli, 2020; Sanjuan-Lopez and Resano-Ezcaray, 2020).
The other studies also mentioned that cognitive biases, which naturally limits respondents
to predict their actual behaviors, could be one of the most important factors causing hypo-
thetical bias (Haghani et al., 2021; Loewenstein and Schkade, 1999; Frederick et al., 2002;
Loewenstein et al., 2003). Several strategies have been suggested to mitigate hypotheti-
cal bias, such as time-to-think method (Haghani et al., 2021; Whittington et al., 1992),
solemn oath (Jacquemet et al., 2017), honesty priming (de Magistris et al., 2013), cheap
talk (Cummings and Taylor, 1999), and the Bayesian Truth Serum (Prelec, 2004). However,
each strategy conceptually covers only a portion of the sources mentioned above, and thus
previous studies have shown that its efficacy is context dependent. By combining two pop-
ular strategies, cheap talk and the Bayesian Truth Serum, we believe the C-BTS can more
broadly address the main sources of hypothesis bias; By having the BTS component, the
C-BTS can address the incentive compatibility problem. Our first experiment on donation
decision making also demonstrated that it could help mitigate the bias from moral or social
desirability concerns. In addition, by having the cheap talk component, the C-BTS can
also mitigate cognitive biases arising from differences between hypothetical and real choice
contexts. Consequently, we believe that the C-BTS can be applied to a wider variety of
contexts than existing strategies in eliciting more truthful responses in surveys and miti-
gating hypothetical bias in economic valuation. Second, our study can contribute to the
literature on better measurement of the digital economy as well. In the digital economy,
greater penetration of internet access and rapid technological change is making many goods
to be increasingly available for free, reflecting insignificant marginal costs of digital replica-
tion and distribution. As Brynjolfsson et al. 2019a pointed out, if some goods are consumed
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with a zero measured price, they can have zero measured value in the traditional economic
statistics. Accordingly, there have been several attempts to better measure the consumer’s
valuation of free digital goods, such as social media apps, using choice experiments (Corrigan
et al., 2018; Mosquera et al., 2020; Brynjolfsson et al., 2019a; Allcott et al., 2020). These
studies introduced consequential incentives by monitoring respondents’ social media app us-
age but usually ignored the cost associated with the process to respondents, such as the loss
of privacy. Our second experiment demonstrated that this practice may risk overstating the
true value of digital goods, which we believe will facilitate discussion on more robust ways
of valuing digital goods. In addition, our application study on eliciting the consumer value
of AI may shed light on how to better measure the impact of AI on our citizens’ well-being.
Despite the growing importance of artificial intelligence in our lives, there has been little
research on how much value AI creates for consumers. A few studies (Zhang et al., 2022;
Konig et al., 2022) have attempted to measure consumers’ WTPs for certain aspects of AI.
However, these studies have typically been limited in scope to specific designs of AI, rather
than its general use, and have mainly relied on hypothetical responses. As we demonstrated,
the application of the C-BTS could be helpful for future research in better measuring the
impact of AI on our citizens’ lives.

The rest of this paper is organized as follows: Section 2 walks through the conceptual
framework. Section 3 describes a replication study of Barrage and Lee (2010). Section 4
validates the use of the C-BTS for measuring the willingness-to-accept (WTA) on two so-
cial media apps using binary discrete choices. Section 5 discusses the use of the C-BTS
for measuring the willingness-to-pay (WTP) on six social media apps using best-worst scal-
ing (BWS) approach. Section 6 demonstrates the application of the C-BTS for measuring
the consumer value of AI-powered services in daily life. Finally, Section 7 concludes with
implications, cautions, and directions for future research.

2 Conceptual Framework

As briefly discussed in Section 1, one of the challenges in eliciting more truthful responses
in surveys is, some sources of hypothetical bias, such as cognitive biases (Haghani et al.,
2021; Loewenstein and Schkade, 1999; Frederick et al., 2002; Loewenstein et al., 2003), could
be partly or even fully unconscious to respondents. Indeed, several social psychologists
have argued that beliefs activated in hypothetical situations are qualitatively different from
beliefs in real contexts. (Ajzen and Sexton, 1999; Ajzen et al., 2004). Economists have
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usually emphasized the role of financial incentives, but if responses to hypothetical situations
involve qualitatively different procedures than those used in real situations, it may not be
helpful enough as respondents may not even be aware of their hypothetical bias (Weaver and
Prelec, 2013). In this situation, social psychologists found that the ex-ante framing design
using cheap talk scripts could be helpful by letting respondents to form beliefs and attitudes
similar to those in a real choice situation (Ajzen et al., 2004). As already introduced,
cheap talk is an approach that directly provide corrective entreaty on what hypothetical
bias is and why it might occur, and then ask subjects to answer questions as if they were
in a real situation (Cummings and Taylor, 1999; Ajzen et al., 2004). When respondents’
beliefs are primed differently in hypothetical and real contexts (Wegener and Petty, 1995;
Cummings and Taylor, 1999), several previous studies found that cheap talk scripts could
mitigate hypothetical bias by inducing beliefs and attitudes aligned with those in a real
choice situation (Cummings and Taylor, 1999; Ajzen et al., 2004; Jacquemet et al., 2011).

Nevertheless, cheap talk design cannot be a panacea to hypothetical bias (Jacquemet et
al., 2011). One of the main reasons is, even if a respondent recognizes the difference between
hypothetical and real contexts, it is entirely up to her free will whether she would respond
to the survey questions carefully and sincerely, considering the real contexts. Therefore, it
is expected that cheap talk alone may not be able to mitigate hypothetical bias especially if
considering the real contexts carefully involves significant mental costs or if truthful responses
can hurt her self-image due to social desirability concerns. In this situation, Weaver and
Prelec 2013 demonstrated that the Bayesian Truth Serum (BTS) can eliminate the motives
for providing careless or deceptive responses in surveys. As explained in Prelec 2004, the
BTS consists of a scoring system that induces truthful answers from a sample of rational
(i.e., Bayesian) expected value-maximizing respondents. It assigns high scores to answers
that are more common than collectively predicted, with predictions drawn from the same
population that generates the answers. Such responses are “surprisingly common,” and
the associated numerical index is called an information score. For instance, as given in
our second experiment, we might ask: “Would you be willing to avoid using Facebook for
1 week in exchange for getting $10?” Each respondent provides a personal answer (Yes
or No) and also a prediction of the empirical distribution of answers in the population
(the fraction of people endorsing Yes or No). If ‘Yes’ endorsed by 50% of the population
against a predicted frequency of 40%, then it is surprisingly common and the respondent
who chose ‘Yes’ receives a high information score; if predictions averaged 60%, it would be
a surprisingly uncommon answer, and hence a respondent receives a low score. For a better
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understanding of how the BTS works, let’s assume the respondent’s truthful answer is ‘Yes.’
Then, as a rational Bayesian expected value-maximizer, she should give higher estimates
of the percentage of the population who prefer ‘Yes’ through Bayesian updating, because
her own opinion is an informative “sample of one.” However, she also knows that there
are some people who prefer ‘No’ and they would give lower estimates of the proportion of
the population who prefer ‘Yes’ in a similar way as she updates her belief. This causes
the average of predictions in the population to be lower than her best guess for the true
proportion of the population who prefer ‘Yes.’ In other words, from her perspective, the true
popularity of ‘Yes’ is underestimated by the population. Hence, one’s true opinion is also
the opinion that has the best chance of being surprisingly common and giving a high score.

More formally, as given in Prelec 2004, if we denote answers and predictions by respondent
r on a m multiple-choice question as xr = (xr

1, . . . , xr
m) (xr

k ∈ {0, 1}, Σkxr
k = 1) and yr =

(yr
1, . . . , yr

m) (yr
k ≥ 0, Σkyr

k = 1), respectively, the population endorsement frequencies, x̄k, and
the (geometric) average, ȳk, of predicted frequencies is given by:

x̄k = lim
n→∞

1
n

n∑
r=1

xr
k,

log ȳk = lim
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1
n

n∑
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k

Then the information score for answer k is given by:

log x̄k

ȳk

The total score for a respondent combines the information score with a separate score for
the accuracy of predictions as follows:

∑
k

xr
k log x̄k

ȳk

+ α
∑

k

x̄k log yr
k

x̄k

This scoring rule leads to honesty being a Bayesian Nash equilibrium for α > 0 and is a
zero-sum game for α = 1. Then, it is theoretically predicted that the BTS can elicit more
truthful responses.

Nonetheless, an issue of inauthenticity can occur if a respondent’s belief was already
anchored to hypothetical contexts. Unlike the BTS, the C-BTS can help her align her
beliefs with a real-life choice situation through corrective entreaty in cheap talk. If she
believes that other respondents truthfully state their beliefs in the real context, then it is
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also her best response to provide truthful beliefs aligned with a real choice situation. In other
words, truth-telling in the context of real-life situations by each respondent is a Bayesian
Nash equilibrium. One potential pitfall might be that there could be an issue of multiple
equilibria because the respondent can be aware of both hypothetical and real-life situations
in the C-BTS. For instance, if a respondent believes that other respondents state their beliefs
in the context of hypothetical situations, then it can be also her best response to do the same
(i.e., each subject responding in the context of hypothetical situations can be an equilibrium).
In fact, this issue of multiple equilibria can also matter in the original BTS as well as the
C-BTS (Weaver and Prelec, 2013); For example, in the BTS, if a participant believes that
all other subjects are responding in direct opposition to their true belief, then responding
in the same way can be her best strategy as well. One way to solve the issue of potential
multiple equilibria in the C-BTS could be to nudge respondents towards truth-telling in the
context of real situations. For such a purpose, in the implementation of the C-BTS, we
stated in each survey question that the more accurate their answers are as if they were in
’real situations’, the more likely they were to receive an additional payment.

It is an empirical question whether such a nudge could work well and, more generally,
whether the C-BTS can mitigate bias in survey responses more successfully than other
strategies. From Section 3 to Section 5, we provide experimental evidence on this question.

3 Donation Decision Making

3.1 Background

One of the best ways to validate the C-BTS might be to replicate the experiment in a previous
study where cheap talk and the BTS were individually ineffective and test the efficacy of
the C-BTS in that context. For that purpose, we will focus on Barrage and Lee 2010 in this
session. In their study, they implemented the experiments on donation decision-making in
China. In one experiment, participants were asked whether they would choose to donate
30 Chinese yuan (about 4.5 U.S. dollars) from what they earned during the experiment
to provide three tents for the China Foundation for Poverty Alleviation ’s Disaster Relief
division (“Tents”). In the other experiment, subjects were asked whether they would donate
the same amount of money to staff the Pollution Victims Hotline for a day at the Center
for Legal Assistance to Pollution Victims (“Hotline”). Their results show that neither cheap
talk nor the BTS worked well in this context. Among the survey respondents in the “Tent”
experiment, 48% chose to donate in the “real” treatment where they were actually required
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to donate. However, in cheap talk and the BTS treatment, 77% chose to donate, and this
was not statistically different from the completely hypothetical responses (79%). In the
“Hotline” experiment, compared to hypothetical responses (83%), both cheap talk (50%)
and the BTS (55%) were somewhat helpful in mitigating bias, but there was still a gap
between their responses and those in the real treatment (32%), as given in the appendix.

Donation decision-making has been widely used to test the efficacy of cheap talk and
the BTS. Previous studies have usually shown that each strategy works well (Cummings and
Taylor, 1999; List et al., 2006; Weaver and Prelec, 2013). Therefore, the results from Barrage
and Lee 2010 raise the question of why neither worked well in this case. We hypothesize that
the specific context may matter. The contexts in which either cheap talk or the BTS worked
well, in previous studies, tended to be those related to the provision of public goods for the
general public, such as support for maintenance of a system of pedestrian trails (Cummings
and Taylor, 1999), environmental protection (List et al., 2006), and art projects (Weaver and
Prelec, 2013). In contrast, in Barrage and Lee 2010, the donation was targeted for a specific
group with emergent needs, such as those requiring tents for disaster relief. This context
may evoke more empathy in participants than those used in previous studies, and if they
choose not to donate, there may be a higher chance that it could harm their self-images,
such as perceiving themselves as immoral.

In practice, it was hard for us to replicate a previous study (Barrage and Lee, 2010)
exactly as it was implemented in another country. Instead, based on the hypothesis discussed
above, we chose a situation that could evoke more empathy in participants to replicate the
context of their study. More specifically, in our experiment, we asked respondents whether
they would donate to support ‘children suffering from cancer.’ The detailed experimental
procedure and design are as follows.

3.2 Design and Procedure

The experiment was conducted on Connect, CloudResearch’s recently launched survey plat-
form. CloudResearch has focused on providing toolkits to ensure superior data quality in
surveys, so we expected their new survey platform might work well for obtaining more reli-
able responses1. We recruited 388 participants and randomly assigned them to one of five
treatment groups, including (a) Real, (b) Hypothetical, (c) BTS, (d) Cheap Talk, and (e) C-
BTS group, in March 2023. Each respondent received a participation fee of $1 after finishing

1Indeed, in our pilot, we confirmed that the attention check failure rate was significantly lower than that
of some other existing platforms.
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the experiment.
(a) In the Real group, we first asked subjects to implement real-effort tasks2 to mitigate

the potential house money effect. Once subjects completed the real-effort tasks, they were
asked to answer a main survey question. We began with emphasizing this was for a real
stake and asked each subject to choose one of two options: keeping all the money they just
earned or donating $5 from what they just earned to St. Jude Children’s Research Hospital
to help children suffering from cancer. We provided additional background that since its
opening in 1962, St. Jude Children’s Research Hospital has increased the overall childhood
cancer survival rate from 20% to over 80%. Following Barrage and Lee 2010, we explained
to the subjects that the decision would be made by a majority voting process.

(b) Unlike the Real group, subjects in the Hypothetical group were not asked to imple-
ment the real-effort tasks. Instead, we asked subjects to suppose that they had earned an
additional $6 by completing an extra survey in this experiment with hard work and care.
After emphasizing that the question was hypothetical, we asked each subject to choose one
of the same two options given for the Real group.

(c) For the BTS group, we started by describing the BTS algorithm to the respondents.
We informed that this algorithm would give participants a higher score the more accurately
they answer questions after careful thinking, and we would use this score to rank the survey
respondents and award a bonus of $20 to the top 5% of responders. Then we asked them
to answer 10 random training questions out of 203. After answering the main question on
donation decision-making, we also asked each participant what percentage of people would
have chosen to donate in order to calculate the collective prediction for the BTS score.

(d) For the Cheap Talk group, we first presented the cheap talk scripts to subjects.
We attempted to generally follow the scripts used for Cummings and Taylor 1999 and List
et al. 2006 but made some modifications for certain issues. First, in these studies, the
scripts stated the direction and size of hypothetical bias observed in another study. For
instance, in Cummings and Taylor 1999, it was mentioned that in a recent study, 38% of

2We asked subjects to review a survey question the author was working on for another study. This survey
question consisted of five sentences. For each of the three most confusing sentences, we asked participants to
provide (i) reasons why it could be confusing and (ii) suggestions on how to improve it. Consequently, each
subject was required to answer 6 questions in total. For each complete answer, they can earn $1, resulting
in the earning of up to $6 from real-effort tasks.

3To gather preliminary data on how people responded to the training questions, we recruited another
pool of 300 participants on Connect, three days before implementing the main experiment. Each respondent
was asked to answer 10 random ones from a pool of 20 questions. Therefore, we obtained 150 responses on
average for each of the 20 training questions, and we used this data to pre-calculate the BTS score for each
choice. During the main experiment, we showed this BTS score to the subjects for their choices.
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respondents voted to donate in a hypothetical referendum, while 25% of them voted to do
so in a real situation. Similarly, in List et al. 2006, it was stated that people overstated their
actual willingness-to-pay by 150 percent in the hypothetical auction in a previous study. We
worried that specifying the direction and size of hypothetical bias might cause another bias
by experimenter demand effects. Therefore, in our cheap talk scripts, without specifying the
direction and size of hypothetical bias, we simply mentioned, “What we observed was a clear
difference in the responses across the groups on average.” Second, in their cheap talk scripts,
sometimes strong expressions such as “quite a difference” were used, but we attempted to use
more neutral expressions to avoid causing another bias (e.g., saying simply “different” instead
of “very different”). The detailed cheap-talk scripts used in this experiment is provided in the
appendix. After presenting the cheap talk scripts to subjects, we asked subjects to answer
the same question given to other groups. We emphasized that the question was hypothetical,
but asked them to please answer as if they were in real situations.

(e) Finally, for the C-BTS group, we first provide the description of the BTS algorithm
with training questions given in (c), and then, we provided the cheap talk scripts given in
(d). Afterwards, the subjects were asked to provide answers to the same question given to
other groups. We stated, “This question is hypothetical, but please answer as if you were
in real situations. You are more likely to get a real bonus payment of $20 if you answer the
question accurately as if you were in real situations.” Then, we additionally asked a question
for the collective prediction as already explained above.

In each group, there was an attention-check question4 after answering the main question.
8 out of 388 respondents failed to pass the attention check. After dropping those who failed
the attention check, we had 380 responses for the analyses (Real:74, Hypothetical:80, Cheap
Talk:73, BTS:75, and C-BTS:78).

3.3 Results and Discussion

The result of this experiment is summarized in Figure 1. First, consistent with previous stud-
ies, we found significant hypothetical bias in donation decision-making. Specifically, 61.3%
of subjects chose to donate in the Hypothetical group, whereas only 29.7% of respondents
chose to do so in the Real group, implying that more than twice as many respondents were
willing to donate in the hypothetical context compared to the real context. Second, it seems

4In this attention check, we asked subjects to choose the correct statement about the question they just
answered among “I was asked whether I would like to donate $5 that I earned in this experiment”, “I was
asked whether I would like to donate $6 that I earned in this experiment”, and “The contribution will be
used for the purpose of helping old adults with cancer.”
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that cheap talk and the BTS, respectively, helped to mitigate the hypothetical bias to some
extent in this experiment. 45.3% of subjects in the BTS group chose to donate and 47.9% of
respondents in the Cheap Talk group chose to do so. However, there was still a significant
gap between the responses in these groups and those in the real group. Using the two-sample
test of proportions, the responses in the Real group were significantly different from those
in either the Cheap Talk group or the BTS group (p-value: 0.0234 and 0.0493 for cheap talk
and the BTS, respectively). These results are consistent with the “Hotline” experiment in
Barrage and Lee 2010. In contrast, the responses in the C-BTS group, 29.5%, were very close
to those in the Real group, 29.7%, and the difference was not statistically significant (p-value:
0.9739). Since some participants provided feedback that the attention check question was
too difficult, for robustness check, we additionally analyzed the responses of all participants
without using the attention-check question, but we could not observe statistically meaningful
difference, as given in the appendix.

Figure 1: The Experimental Results on Donation Decision-making
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In this experiment, we tried to replicate the context of a previous study (Barrage and
Lee, 2010), in which neither cheap talk nor the BTS worked well. Our results show that,
even in such a context, the C-BTS can elicit more truthful responses as good as those in
real-choice situations. We presume that the success of the C-BTS in this experiment was
due to the complementarity between cheap talk and the BTS as discussed earlier. People
usually tend to perceive themselves as good persons who are willing to help someone in need,
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rather than someone who prioritizes small financial gain. In this situation, cheap talk can
help individuals realize what they would actually do in a real situation, but choosing not
to donate in this experiment can be like admitting themselves as selfish persons, so there is
no reason to answer in that way without any incentive. In contrast, the BTS cannot fully
eliminate inauthenticity, so respondents might not have even realized what they would do
in a real situation, because they believe they might choose something benevolent as good
persons. By combining cheap talk with the BTS, the C-BTS might have helped respondents
to consider the real context and truthfully respond due to the financial incentive which can
counteract social desirability concern.

4 Measuring the WTA Using Binary Discrete Choices

4.1 Background

Survey-based approaches have been widely used for economic valuation, especially on non-
market goods for which market prices do not exist. For instance, contingent valuation
has been a popular practice to measure the value of environmental goods or the impact of
externalities. In this experiment, we are trying to measure the value of another type of
goods for which a price does not exist in the market. Due to insignificant marginal costs of
digital replication and distribution, digital goods are increasingly available for free. If some
goods are consumed with a zero price, we cannot usually measure the value of those goods
in the market. Consequently, there have been several attempts to apply the survey-based
approach for the measurement of the value of digital goods (Corrigan et al., 2018; Mosquera
et al., 2020; Brynjolfsson et al., 2019a; Allcott et al., 2020). In addition, the use of digital
goods involves multidimensional aspects of life, such as communicating with friends, having
access to news feeds, spending leisure time, etc., which could cause several existing strategies
for mitigating hypothetical bias to not function properly. Therefore, we aim to verify the
efficacy of the C-BTS in measuring the value of digital goods in this experiment. Specifically,
we will focus on measuring the willingness-to-accept (WTA) for not using each of the two
most popular social media apps, Facebook, and Instagram, for one week. There are several
different survey formats available to elicit the WTA for goods, but we will use the binary
discrete choice format in this experiment, as Brynjolfsson et al. 2019a did in their study,
for two main reasons. First, simply choosing one of the two options is one of the simplest
question formats, and therefore there is relatively less chance of bias in the valuation as it
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is less likely to cause confusion among participants5. Second, since the question we used in
our first experiment was also a binary discrete choice, we would like to demonstrate how to
extend this approach to economic valuation.

4.2 Design and Procedure

In this experiment, as a screening question, we first asked each participant if they had used
Facebook (or Instagram)6 in the past month. If participants answered that they have used the
social media app in the screening question, they were asked to choose between ‘Yes’ or ‘No’
to a question such as “Would you be willing to avoid using Facebook for 1 week in exchange
for $10?” We asked each subject to make a series of six binary discrete choices, each time
using a different dollar value ($1, $4, $7, $10, $20, or $50) in a random order. We recruited
742 respondents and randomly assigned them to one of five treatment groups, including (a)
Real, (b) Hypothetical, (c) BTS, (d) Cheap Talk, and (e)C-BTS group, in March 2023. Each
respondent received a participation fee of $1.2 after finishing the experiment.

(a) First, in the Real group, at the beginning of the experiment, we informed subjects
that we would randomly pick 1 out of every 100 respondents and one of her choices could be
fulfilled. For instance, if a respondent chose to avoid using Facebook for 1 week in exchange
for getting $10, she was asked to provide her Facebook page URL, and to deactivate her
Facebook account for one week. We informed that the experimenter would keep checking
her Facebook page and pay her $10 if it kept remaining inactive for 1 week. On the other
hand, if she did not make such a choice, she could keep using Facebook, but she could not
get the bonus payment of $10. For other treatment groups, we have not mentioned such
a procedure for making choices consequential, and the remaining experimental procedures
were similar to the ones in the first experiment. (b) In the instruction for the Hypothetical
group, we mentioned that the questions were hypothetical, but asked the subjects to answer
every question accurately. (c) In the BTS group, just like the first experiment, we provided a
description of the BTS with training questions. Then, in each question, we emphasized that
the more accurate their answers were, the more likely they were to receive a bonus payment of
$20. After answering six main questions, each subject was asked to predict what percentage
of people would have chosen ‘Yes’ to one random main question she just answered in order to
calculate the collective prediction for the BTS score. (d) In the Cheap Talk group, we first

5In fact, in our pilots, we found that this format provided more reasonable estimates in measuring the
value of goods than other formats such as open-ended questions like the Becker-DeGroot-Marschak method
(BDM), or the multiple price list (MPL), especially in online experiments.

6Each social media app was presented in a random order.
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presented cheap talk scripts which were similar to the ones used in the first experiment but
customized for the valuation of social media apps, as given in the appendix. After presenting
the cheap talk scripts to subjects, in each question, we asked subjects to answer the question
as if they were in real situations. (e) In the C-BTS group, after presenting a description of
the BTS with training questions and cheap talk scripts as described above, we emphasized
that the more accurate their answers were as if they were in real situations, the more likely
they were to receive a bonus payment of $20 in this experiment. Participants were also asked
to answer one random question for the collective prediction as given in the BTS group.

We used 2 types of attention checks in this experiment. First, there was a specific ques-
tion7 that was directly intended for the attention check. Second, we dropped subjects who
provided inconsistent answers8. After screening questions on the previous usage of each so-
cial media app and attention checks, we had 594 respondents on Facebook (Real:126, Hypo-
thetical:124, Cheap Talk:113, BTS:122, and C-BTS:109) and 505 respondents on Instagram
(Real:111, Hypothetical:113, Cheap Talk:94, BTS:98, and C-BTS:89).

4.3 Results and Discussion

For the estimation of the demand for each social media app, we assume a random utility
model with a logistically distributed error term. This allows us to express the observed
choices within a binary logit model as given below, where x indicates the amount of money
offered in each choice and y indicates a binary choice of whether to keep using each social
media app for 1 week in exchange for getting x (y=1) or not (y=0).

P(y) = exp(α + βx)
1 + exp(α + βx)

The parameters can be estimated using closed form maximum likelihood procedures. Then,
using the estimated parameters, we derived the demand curve for each social media app from
each of 5 treatment groups, as given in the appendix.

For comparisons across treatment groups, we focus on the median willingness-to-accept
7In this question, we asked subjects to choose the correct statement about the question they just answered

among “I was asked whether I would be willing to avoid using Facebook (or Instagram) for 1 day in exchange
for getting some amount of money”, “I was asked whether I would be willing to avoid using Facebook (or
Instagram) for 1 week in exchange for getting some amount of money”, and “I was asked whether I would be
willing to avoid using Facebook (or Instagram) for 1 month in exchange for getting some amount of money.”

8For instance, when a subject was asked whether she would be willing to avoid using Facebook for 1 week
in exchange for getting some amount of money, responding ‘No’ for $1 and $4, ‘Yes’ for $7, and again ‘No’
for $10, $20, and $50 did not make sense, and we considered such responses as attention check failures.
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Figure 2: The Median WTA for Each Social Media App
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(WTA) in each group as a representative summary statistic, since it is not influenced by
certain outliers. In the binary logit model given above, the median willingness-to-accept
(WTA) for not using each social media app for 1 week is given by the value of x* that makes
P (y) = 0.5 or α+βx* = 0 which leads to x* = -α/β. After estimating the median WTA in
each group, we calculated its 95% confidence intervals using bootstrapping. The results are
given in Figure 2.

First, we observed a significant hypothetical bias for both apps. While the median WTAs
for Facebook and Instagram were only about $4.94 and $3.80, respectively in the Hypothet-
ical group, they were $15.61 and $12.95 in the Real group. The BTS does not seem helpful
in mitigating the hypothetical bias, with the median WTAs for Facebook and Instagram
being $5.03 and $4.84, respectively. Using the permutation test, we found the responses
in the BTS group were statistically indistinguishable from those in the Hypothetical group
(p-value: 0.957 for Facebook and 0.380 for Instagram). The median WTAs for Facebook
and Instagram were $10.64 and $10.45 in the Cheap Talk group, showing statistical differ-
ence from those in the Hypothetical group (p-value: 0.000 for both apps). However, they
were still different from the median WTAs in the Real group (p-value: 0.004 for Facebook
and 0.132 for Instagram). The results from the C-BTS group were similar to those from the
Cheap Talk group. The median WTAs for Facebook and Instagram were $11.58 and $9.61 in
the C-BTS group, with statistical difference from those in the Hypothetical group (p-value:
0.000 for both apps). Nevertheless, we still observed some gap in median WTAs between the
Real group and the C-BTS group (p-value: 0.013 for Facebook and 0.039 for Instagram).

These results raised a question about what caused such a gap between the Real and
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the C-BTS group. We established two hypotheses: First, similarly to how the efficacy of
other mitigating strategies is context-dependent, the C-BTS may not work well enough in
this specific context. Second, while the C-BTS can successfully mitigate hypothetical bias,
the responses in the Real group may have overstated the true value of each social media
app. As explained earlier, to make choices consequential in the Real group, we informed the
respondents that the experimenter would collect their Facebook (or Instagram) page URL
and monitor whether they had truly deactivated each social media app by checking their
social media pages regularly for one week. If participants were reluctant to provide their
social media URL or to bother to deactivate their account, or did not want to be monitored
by the experimenter, the responses in the Real group may not only reflect the net value of
each social media app but also include deactivation and monitoring costs, such as the loss
of privacy. Indeed, in the post-experiment feedbacks, many participants expressed a strong
reluctance to provide their personal information and to be monitored by the experimenter9.

To test these hypotheses, we conducted additional pilots. Our strategy was to ask an-
other group of respondents for the C-BTS treatment to assume a hypothetical deactivation
and monitoring procedure which was exactly the same as the one given to the Real group.
To investigate the potential impact of deactivation and monitoring costs, such as privacy
concerns, we increased the salience of the hypothetical deactivation and monitoring proce-
dure in one pilot. Unlike in the Real group where the procedure was explained only once
in the instructions, we repeatedly explained the procedure in every question to increase its
salience in this pilot. After screening and attention checks, we had 67 and 57 respondents
for Facebook and Instagram, respectively. The results are given in Figure 3 (a) and (b).
We observed a surprisingly huge increase in the WTA for each app. Compared to the pre-
vious results, the median WTA for Facebook increased from $11.58 to $20.49 in the C-BTS
group. Similarly, the median WTA for Instagram increased from $9.61 to $16.87 in the C-
BTS group. These results provide evidence that the cost of the deactivation and monitoring
process for consequentiality could be potentially huge enough.

We cannot directly compare the WTAs from this pilot with those in the Real group in the
main experiment, as we made the cost for deactivation and monitoring process more salient
in this pilot than in the main experiment. Accordingly, we implemented another pilot. In
this pilot, we explained the hypothetical deactivation and monitoring procedure only once in
the instructions, as we did for the Real group in the main experiment. After screening and

9For instance, one participant mentioned, “The only reason I would not take your offer at some level is
because in real life I would not be willing to let you monitor my Facebook or Instagram accounts or give you
access to my personal data for any amount mentioned.”
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Figure 3: The Change in the Median WTAs with Hypothetical Procedures
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attention checks, we had 107 and 92 respondents for Facebook and Instagram, respectively.
The results are given in Figure 3 (c) and (d).

For Facebook, the median WTA increased from $11.58 to $15.00 with the hypothetical
procedure treatment, which resulted in a statistically significant change in the responses
(p-value: 0.033). In contrast, this median WTA was statistically indistinguishable from the
median WTA in the Real group, $15.61 (p-value: 0.727). These results support our second
hypothesis. Although the C-BTS can successfully elicit truthful responses as effectively as
consequential incentives, the true value of Facebook in the Real group was overstated because
of the costs associated with a deactivation and monitoring process, such as privacy concerns.
According to these results, we estimate that such a process caused the WTA for Facebook
to be overstated by approximately $3.5 in the Real group.

On the other hand, for Instagram, the WTA obtained in this pilot was not statistically
different from that obtained in the main experiment where there was no description of the
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hypothetical procedure. This result is questionable because we have already confirmed that
the costs of the deactivation and monitoring processes could potentially be significant enough
for Instagram as well. We suspect that these results may have resulted from our inability
to induce the same level of attention to the hypothetical procedure for Instagram as in the
Real group in the main experiment. Indeed, our instruction was mainly written in terms of
Facebook, with every sentence and example mentioning Facebook first and Instagram only
mentioned in parentheses, as given in the appendix. Studies in psychology and neuroscience
show that people’s thought processes differ in real and hypothetical situations, and that
different parts of the brain are activated in each case (Camerer and Mobbs, 2017). In
real situations, people tend to think more actively and pay more attention, whereas in
hypothetical situations, people tend to be more passive in their thinking. Accordingly, when
respondents were asked to hypothetically assume a situation in our pilot, it was likely that
they might have paid less attention to the word given in parentheses compared to real
choices. Then, a hypothetical situation that respondents have imagined could be mainly the
collection of personal information on Facebook, with less focus on Instagram. To test this
hypothesis in another pilot, we wrote the instructions in the opposite way, with Instagram
mentioned first in every sentence and example, and Facebook mentioned only in parentheses.
The results support our hypothesis. With this modified instruction, while the median WTA
for Instagram was still approximately $3.5 lower than that for Facebook in the Real group,
which is consistent with previous results, the median WTA for Instagram was only about
$0.5 lower than that for Facebook in the C-BTS group10. These results suggest that the
specific wording used in the instruction clearly affects the valuation of each social media
app in the C-BTS group more than in the Real group, and our previous pilot results on
Instagram may have been mainly caused by our failure to induce the same level of attention
to the hypothetical procedure for Instagram as in the Real group, not because the costs for
deactivation and monitoring procedure did not matter.

In short, the results of our experiment support the hypothesis that the C-BTS can suc-
cessfully elicit more truthful responses in economic valuation. Our pilot results also demon-

10Due to the budget constraint, we recruited only 35 and 32 respondents for the Real and the C-BTS
groups in this pilot. In the Real group, the media WTAs were $11.95 and $8.47 for Facebook and Instagram,
respectively. In contrast, they were $22.97 and $22.48 in the C-BTS group. Due to small sample sizes, we
cannot assume these absolute dollar values are statistically valid enough. However, comparing Facebook
and Instagram in each group can still be valid because most people use both social media apps, and each
respondent answered for both Facebook and Instagram in this pilot. In other words, comparing Facebook
and Instagram in each group can be considered a quasi-within-subject design, which requires a much smaller
sample size than a between-subject design.
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strated that the difference in the median WTAs between the C-BTS group and the REAL
group was mainly due to deactivation and monitoring costs associated with consequential
incentives. As mentioned earlier, there have been several recent attempts to measure the
value of social media apps using the survey-based approach, and the deactivation and mon-
itoring process has been a common practice to make choices consequential (Corrigan et al.,
2018; Mosquera et al., 2020; Brynjolfsson et al., 2019a; Allcott et al., 2020). Nevertheless,
the costs of deactivation and monitoring borne by respondents have generally been ignored
in the measurement of the WTAs for social media apps. Our results suggest that such a
practice can cause potentially significant bias in the measurement of the value of social media
apps. More generally, we believe our results can serve as a warning that even when conse-
quential choices are involved in economic experiments, the elicited value could be biased if
the procedures for consequentiality impose significant costs on respondents.

5 Measuring the WTP Using the Best-Worst Scaling

5.1 Background

In the previous section, we tested the efficacy of the C-BTS in eliciting the WTAs for social
media apps. However, literature has pointed out that there exists a huge disparity between
the WTA and the willingness-to-pay (WTP), and some studies have found that the WTA and
the WTP might involve different cognitive processes and brain activities (De-Martino et al.,
2009; Chapman et al., 2017). Accordingly, in our third proof-of-concept experiment, we tried
to validate the C-BTS in eliciting the WTPs for social media apps. In addition, although
the binary choice format we used in the second experiment was simpler to implement and
less likely to cause confusion among participants, it may not be the most popular survey
format for economic valuation in practice. To verify the potential broader applicability of
the C-BTS, we decided to validate its efficacy in one of the most popular survey formats for
economic valuation. Conjoint analysis has been used extensively in business and marketing
studies in practice. In this experiment, we applied a specific type of conjoint analysis, namely,
best-worst scaling (Wittenberg et al., 2016). Best-worst scaling (BWS) asks consumers to
repeatedly select the best and worst options from several sets of alternatives (Flynn et al.,
2007; Brynjolfsson et al., 2019b), as shown in Figure 4. As Brynjolfsson et al. 2019b pointed
out, collecting more information, both within the choice set and across sequential choice sets,
for each respondent could make this approach more efficient compared to the binary-choice
approach, which elicits only one decision. Therefore, we tested the validity of using the
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C-BTS in the BWS format to measure the WTPs for social media apps.

Figure 4: A Sample BWS Question Used in the Experiment

5.2 Design and Procedure

In this experiment, we measured the willingness-to-pay (WTP) for six popular social media
apps including Facebook, Instagram, Pinterest, Snapchat, Twitter, and TikTok 11. In addi-
tion, we considered seven monetary values including $1, $4, $7, $10, $15, $20, and $50. As a
result, there were 13 items in this experiment, including 6 social media apps and 7 monetary
values. Since we aimed to measure the WTP, the specific wording used for each app was
“Not using a social media app (e.g., Facebook) for the next 1 week,” and for each monetary
value it was “Earning a specific amount of money (e.g., $10) less for the next 1 week.” We in-
cluded 3 items in each BWS question as illustrated in Figure 4. Using a balanced incomplete
block design (BIBD), we created 26 BWS questions for this experiment 12. After a screening
question on the previous usage of each social media app, participants answered up to 10
random BWS questions. The three items in each question were also presented in a random
order. Again, we had 5 treatment groups, including Real, Hypothetical, BTS, Cheap Talk,
and C-BTS group. Each subject received a participation fee of $2.4 for completion.

In the Real group, we first asked participants to perform the same real-effort tasks used
in the first experiment13. Then, we notified that we would randomly pick 1 out of every

11While other social media apps such as YouTube may be more popular than some of these, we chose these
apps because they allowed us a deactivation and monitoring process for consequentiality in the Real group.

12Of those, two questions contained only monetary items, which made the choices trivial. To improve data
collection efficiency, we excluded those two questions from the survey and later imputed the responses based
on the assumption that the subjects had answered them properly.

13Each subject was required to answer 6 questions in total. For each completed answer, they could earn
experimental currency of $10, resulting in earning up to experimental currency of $60 from real-effort tasks.
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100 respondents and would exchange the experimental currency they just earned for real
money. To make choices consequential, we adopted an incentive compatible conjoint ranking
mechanism (Lusk et al., 2008). We instructed respondents that, out of the three items in one
random question they answered, we would randomly choose one item to fulfill. The item they
were most willing to experience would be selected with a 67% (2/3) chance, while the item
they were least willing to experience would never be selected. The item they were neither
most willing nor least willing to experience would be selected with the remaining 33% (1/3)
chance. Then, for instance, in a sample question given in Figure 4, if the option “Not using
Snapchat for the next 1 week” was chosen, subjects were asked to deactivate their Snapchat
account for one week, but no money was deducted. In contrast, if the option “earning $10 less
for the next 1 week” was chosen, $10 would be deducted from what they earned from the real-
effort tasks, but they could continue to use Snapchat and TikTok freely. For other treatment
groups, we have not mentioned such a procedure for making choices consequential, and the
remaining experimental procedures were similar to the ones in two previous experiments.
For the Cheap Talk group and the C-BTS group, we used almost identical cheap talk scripts
to those used in the second experiment because both experiments were focused on measuring
the value of social media apps14. After a screening question on the previous usage of each
social media app and attention checks15, we had 668 respondents for analyses (Real:15816,
Hypothetical:137, Cheap Talk:121, BTS:130, and C-BTS:122).

5.3 Results and Discussion

In the analyses of the preference for each social media app included in this experiment, we
fit the conditional logit model to the responses from each treatment group. One assumption

14We conducted this experiment first, followed by the two other experiments described earlier. We at-
tempted to use more neutral expressions in the scripts to avoid causing any bias, but in this experiment,
the word “very” was mistakenly included in one sentence: “Respondents’ assessments of how much they
dislike losing access to certain goods in a ‘hypothetical’ setting were very different from their assessments in
‘real’ situations.” We implemented several pilots but could not find evidence that the inclusion of this single
word significantly affected the responses. However, to make things sure, for the other experiments described
earlier, we dropped the word “very”.

15In this experiment, 14 questions had two out of three options related to monetary amounts. We used
these questions for attention checks. For instance, it would not make sense if a respondent chose “earning
$15 less for the next 1 week” as the option she would be most willing to, or if she chose "earning $1 less
for the next 1 week" as the option she would be least willing to because it is clearly contradictory that she
preferred “earning $15 less” to “earning $1 less.”

16In our preliminary analyses, the responses in the Real group tended to be noisier than those in other
groups, so we additionally recruited subjects for the Real group so that the sample size for this group could
be slightly larger than other groups.
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underlying the estimation is how we assume respondents make the best and worst choices
among the items given in each question. There are three standard models, including maxdiff,
marginal, and marginal sequential (Aizaki, 2021; Flynn et al., 2008; Hensher et al., 2015;
Louviere et al., 2015). In our analysis, we use the maxdiff model, which has been shown to be
useful in demonstrating the properties of some estimators in the BWS (Marley and Pihlens,
2012). The maxdiff model assumes that people choose the best and worst items to induce
the greatest utility difference among all possible pairs. Therefore, to estimate preferences on
social media apps, we generate all possible pairs of best and worst choices for each question
and fit the conditional logit model to the responses on which pair was actually chosen as
the best and worst items. More specifically, the systemic component of the utility for our
analyses can be written as the equation given below17, and we estimated P (chosen) = Λ(v).

v =β1Facebook + β2Instagram + β3Pinterest + β4Snapchat + β5Twitter + β6TikTok

+ β7dollar4 + β8dollar7 + β9dollar10 + β10dollar15 + β11dollar20 + β12dollar50

The results are given in Table 1. The estimated coefficient can be interpreted as a neg-
ative value of the relative utility from each item, as each item used in our experiment was
“losing access to” a specific social media app or “earning less by” a specific amount of money.
For instance, the results from the Real group are shown in column (2). When we set the
relative utility of $1 as 0, the utility from having $4 is 0.544, and the relative utilities from
Facebook and Instagram are 0.340 and 0.282, respectively. At a glance, looking at the coeffi-
cients given in Table 1, it seems that we have obtained results approximately consistent with
those in the second experiment; There exists a significant difference in coefficients between
the Hypothetical group given in column (1) and the Real group given in column (2). While
the coefficients from the BTS group given in column (3) tend to be similar to those from
the Hypothetical group, the coefficients from (4) the Cheap Talk group and (5) the C-BTS
group tend to be closer to those from the Real group. Using the Chow test, we statistically
examined the structural differences in coefficients across groups. Indeed, the Hypothetical
group responses were structurally different from the Real group responses (p-value: 0.000).
For each mitigating strategy, the BTS was not statistically distinguishable from the Hypo-
thetical group (p-value: 0.5434). For cheap talk, while it tends to be statistically different

17In estimation, the best item is coded as 1, the worst item is coded as -1, and the items not shown or not
chosen are coded as 0. “Earning $1 less for the next 1 week” was used as a baseline, so it was dropped from
the equation.

25



from the Hypothetical group (p-value: 0.0061), it was also different from the Real group
(p-value: 0.0071). In contrast, the C-BTS group was structurally indistinguishable from the
Real group (p-value: 0.5308), while it was clearly different from the Hypothetical group (p-
value: 0.0002). These results suggest that the C-BTS is superior to the two other mitigating
strategies and more valid for eliciting more truthful WTPs in the BWS format.

The relative utility from each item given in Table 1 is a little bit hard to interpret, so
we decided to interpolate the dollar value of each item. We assumed the quadratic utility
functional form18 and fitted it to the estimated relative utility from each of the seven dollar
values given in Table 1. This quadratic functional form fits very well to our data (adjusted
R-squared > 0.98 for all of the 5 treatment groups), but we observed, for a few items,
the interpolated dollar values could be negative, which is economically nonsensical since
respondents would not have used such social media apps in such cases. A more reasonable
assumption might be that these goods provide a very small non-negative amount of utility
close to zero. Accordingly, we assumed the quadratic utility functional form bounded below
by zero to interpolate the implied dollar values. The results are given in Table 2.

There are several findings using the interpolated dollar values given in Table 2. First,
we observed a huge difference between the WTAs and the WTPs. For instance, in the
Real group, while the median WTAs for Facebook and Instagram were $15.61 and $12.95,
respectively, from our second experiment, the estimated WTPs for Facebook and Instagram
were only about $2.93 and $2.67. The result that the WTAs are generally higher than the
WTPs is consistent with the results from previous literature, but the difference between them
appears strikingly huge in our experiments19. Second, as we already observed from Table 1,
the interpolated dollar values on social media apps in the BTS group look very close to the
Hypothetical group. Consistent with our second experiment, it seems the BTS alone is not
sufficient enough to mitigate the bias in survey responses in measuring the value of social
media apps. Third, whereas the Cheap Talk group was structurally different from the Real
group in the conditional logit model estimation given in Table 1, the converted dollar values
on several social media apps in the Cheap Talk group tend to be reasonably close to those in
the Real group. Fourth, we got similar results from the C-BTS group as well; The converted
dollar values of several social media apps, including Facebook, Instagram, and TikTok, tend

18A quadratic functional form satisfies basic properties of preferences, such as monotonicity and convexity,
and it is widely assumed in portfolio theory. We chose this functional form because it fits our data better
than some other possible functional forms, such as a logarithmic utility function.

19We presume that the specific wording used for dollar value items, such as “Earning less,” made it
difficult for participants to accept such a situation, resulting in low values being placed on social media apps
as measured in our study.
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Table 1: The Estimated Relative Utility from Each Item

(1) (2) (3) (4) (5)
Items HYPO REAL BTS CHEAP C-BTS

Facebook -0.0294 -0.340 0.199 -0.371 -0.431
(0.115) (0.109) (0.118) (0.125) (0.123)

Instagram 0.138 -0.282 0.309 -0.268 -0.336
(0.129) (0.119) (0.129) (0.136) (0.136)

Pinterest 0.716 0.0821 0.982 0.260 0.445
(0.165) (0.155) (0.174) (0.166) (0.211)

Snapchat 0.488 -0.481 0.925 0.268 -0.187
(0.193) (0.185) (0.184) (0.223) (0.183)

Twitter 0.0900 -0.446 0.147 -0.677 -0.152
(0.136) (0.118) (0.130) (0.134) (0.130)

TikTok 0.0572 -0.311 0.228 -0.213 -0.476
(0.145) (0.141) (0.142) (0.153) (0.159)

Losing $4 -0.794 -0.544 -0.582 -0.753 -0.555
(0.118) (0.105) (0.117) (0.123) (0.118)

Losing $7 -1.798 -1.300 -1.549 -1.741 -1.314
(0.147) (0.118) (0.144) (0.147) (0.133)

Losing $10 -2.374 -1.515 -2.123 -2.087 -1.626
(0.172) (0.122) (0.167) (0.156) (0.141)

Losing $15 -3.795 -2.542 -3.689 -3.500 -2.604
(0.217) (0.143) (0.222) (0.205) (0.163)

Losing $20 -5.806 -3.584 -5.468 -5.259 -3.827
(0.320) (0.173) (0.305) (0.290) (0.207)

Losing $50 -8.605 -4.845 -7.329 -7.141 -5.172
(0.651) (0.265) (0.456) (0.462) (0.318)

Losing $1 - - - - -

Observations 8,178 8,448 8,142 7,122 6,954
* The standard errors of the estimated coefficients are given in parentheses.
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Table 2: Interpolated Dollar Values

Items HYPO REAL BTS CHEAP C-BTS
Facebook 1.73 2.93 1.44 2.74 3.32
Instagram 1.26 2.67 1.13 2.42 2.91
Pinterest 0.00 1.08 0.00 0.82 0.00
Snapchat 0.30 3.57 0.00 0.80 2.29
Twitter 1.40 3.41 1.58 3.70 2.14
TikTok 1.49 2.80 1.36 2.25 3.51

Losing $1 1.65 1.44 2.00 1.60 1.51
Losing $4 3.93 3.86 3.69 3.95 3.85
Losing $7 6.98 7.48 6.67 7.24 7.29

to provide reasonable estimates of the WTPs, but for some other social media apps, like
Pinterest, Snapchat, and Twitter, there exist a gap of more than $1 in the estimated WTPs
between the C-BTS and Real groups. We presume that the observed discrepancy could be
mainly attributed to noise in the model estimation, rather than the C-BTS not working well.
Indeed, the coefficients of Snapchat and Twitter in the C-BTS group and the coefficient of
Pinterest in the Real group were not statistically significant in Table 1. Finally, unlike in
our second experiment, it seems that the cost of the deactivation and monitoring procedure,
such as privacy concern, did not seriously bias the responses in this experiment, as there is no
clear pattern of overstatement of the WTPs in the Real group compared to the Cheap Talk
or C-BTS group. We presume there can be at least two possible reasons; First, the survey
format might matter. It might have been less clear how participants’ responses would affect
their privacy in the BWS format. For instance, if participants chose “stop using a social
media app” as their best option, there was a 67% (2/3) chance, not a 100% chance, they
would be asked to undergo the deactivation and monitoring process. Even in cases where
they did not choose “stop using a social media app” as their best or worst option, they still
had a 33% (1/3) chance of being asked to do it. In addition, out of the 24 questions in this
experiment, 10 questions had at least two items on social media use out of three options.
Comparing two social media use items within a single question could reduce concerns about
privacy, as participants could be asked to undergo the deactivation and monitoring process
regardless of which option they choose. Second, as discussed earlier, the elicited WTPs
in this experiment were much smaller than the WTAs from the second experiment. For
example, the total WTP for Facebook in the Real group was less than $3. Even if privacy
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concerns affected some participants’ responses, the effect size may be minimal.
In short, we found that cheap-talk-related structures, including cheap talk alone and the

C-BTS, tended to help elicit more accurate responses that were closer to the responses in the
Real group, while the BTS alone did not perform well. Nonetheless, there have been some
discussions on whether cheap-talk-related structures could actually mitigate hypothetical
bias or if they just introduce another independent bias, which accidentally offsets the hypo-
thetical bias. The results from previous studies are mixed; Some studies, such as Cummings
and Taylor 1999, found that cheap talk scripts could truly mitigate hypothetical bias, while
other studies, such as List et al. 2006, have concluded that they might introduce another bias
which counteracts hypothetical bias. To test these hypotheses, one could analyze the correla-
tion between the size of hypothetical bias and the amount of reduced bias resulting from each
mitigating strategy. If a mitigating strategy can effectively reduce hypothetical bias, then
we would expect to observe a positive correlation between them. In Table 2, we interpolated
the approximate dollar value of each social media app in each group. Accordingly, we can
calculate the size of hypothetical bias, which can be defined as the difference in the dollar
value of each item between the Real group and the Hypothetical group. One issue could be
that the size of the bias from interpolation might be different between groups. Consequently,
we calculated the adjusted size of hypothetical bias using a difference-in-differences style ap-
proach. For instance, the adjusted size of hypothetical bias on Facebook is given by (the
interpolated dollar value of Facebook in the Real group - the interpolated dollar value of
Facebook in the Hypothetical group) - (the interpolated dollar value of $1 in the Real group -
the interpolated dollar value of $1 in the Hypothetical group)20. We calculated the adjusted
size of hypothetical bias on each social media app using such an approach. We could also
calculate the amount of reduced bias resulting from each mitigating strategy in such a way.
Then we investigated the correlation between the size of hypothetical bias and the amount
of reduced bias resulting from each bias-mitigating strategy used in our experiment. The
results are summarized in Figure 5.

As discussed earlier, it seems clear that the BTS alone is not helpful enough to reduce
hypothetical bias in our specific context. The correlation coefficient between the size of hypo-
thetical bias and the amount of reduced bias using the BTS was negative, -0.22. While cheap
talk induces reasonable approximation of the WTP for some social media apps in terms of
the interpolated dollar values, we found almost no correlation (ρ = -0.09) between the size of
hypothetical bias and the amount of reduced bias using cheap talk. In contrast, using the C-

20($2.93 - $1.73) - ($1.44 - $1.65) = $1.41
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Figure 5: The Correlation between Hypothetical Bias and Reduced Bias by Each Strategy

(a) BTS (b) cheap talk

(c) C-BTS

BTS, we found the positive correlation between the size of hypothetical bias and the amount
of reduced bias (ρ = +0.36). In this experiment, with only six social media apps included,
it may be premature to draw definitive conclusions about the correlation between the size
of hypothetical bias and the amount of reduced bias resulting from each strategy. Never-
theless, we interpret these results as showing the potential that, unlike other bias-mitigating
strategies, the C-BTS can effectively reduce hypothetical bias by inducing participants to
carefully consider real-choice situations through the use of monetary incentives.

Overall, the results from this experiment show that the C-BTS can provide reasonable
estimates of the true WTPs using the BWS format; The estimated results from the con-
ditional logit model indicate that, unlike other treatment groups, the responses from the
C-BTS group were not statistically distinguishable from those from the Real group. In ad-
dition, using the interpolated dollar values, we found the positive correlation between the
size of hypothetical bias and the amount of reduced bias resulting from the C-BTS. Given
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that the BWS is a type of conjoint analysis, which is a popular format for economic valua-
tion, these results demonstrate the potential for the C-BTS to be more widely applicable in
practice to elicit more truthful responses in survey studies.

6 Measuring the Consumer Value of
AI-powered Services

6.1 Background

In economics, survey-based approaches have been primarily used for evaluating the value of
non-market goods. However, as discussed earlier, with the emergence of the digital econ-
omy, digital goods without market prices are increasingly affecting people’s lives, leading
to a growing need for their economic evaluation. Therefore, in recent studies, survey-based
approaches have been widely adopted for economic valuation of social media apps (Corrigan
et al., 2018; Mosquera et al., 2020; Brynjolfsson et al., 2019a; Allcott et al., 2020). Following
these studies, we also used social media apps to validate the efficacy of the C-BTS for eco-
nomic valuation in Sections 4 and 5. In this section, we will demonstrate one application of
the C-BTS to better understand another critical aspect of our current digital economy. Ar-
tificial intelligence (AI) is already impacting various aspects of our lives, and it is predicted
to become an essential part of our lives in the near future. Nevertheless, there have been few
studies on the economic impact of AI, and many of those studies have mainly focused on
the productivity aspect or have been qualitative analyses rather than quantitative research
on its impact on our citizens’ well-being. There have been a few previous studies measuring
consumers’ willingness-to-pay for specific aspects of AI (Zhang et al., 2022; Konig et al.,
2022). However, these studies are typically based on hypothetical survey responses, which
have limitations. These limitations are presumed to arise from the difficulty of introducing
consequential incentives for certain AI features in choice experiments. Since we have iden-
tified the potential for the C-BTS to be used as a substitute for consequential incentives
in survey studies in previous sections, we have decided to apply the C-BTS to measure the
consumer value of AI-powered services in daily life.
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6.2 Design and Procedure

Nowadays, AI has become ubiquitous in our lives, making it difficult to measure the consumer
value of AI using an exhaustive list of all AI-powered services. Instead, we have selected the
12 most commonly used AI-powered services in our daily lives, as given in Table 3.

Table 3: 12 AI-powered Sevices Considered in This Study

AI-powered services
1.Real-time fraud alerts from a credit card company or bank
2.Real-time traffic information on a mobile map (Google or Apple Map, etc.)
3.Email spam filters
4.Predictive search terms on search engines (Google, Bing, Yahoo, etc.)
5.Friend recommendations on social media (Facebook, Instagram, etc.)
6.Personalized ads on social media (Facebook, Instagram, etc.)
7.Voice assistants (Siri, Alexa, Google Assistant, etc.)
8.Face ID or fingerprint scans to unlock a smartphone
9.Autofocus feature to take a photo using a smartphone
10.Content recommendation on video or music streaming apps
11.Instant chatbots for immediate customer service
12.Real-time matching on ridesharing apps (Uber, Lyft, etc.)

We used the BWS survey format, which was employed in our third experiment, as it
enables us to collect data more efficiently, when compared to the binary-choice format. In this
experiment, our focus was on examining the annual WTP for each AI-powered service. Thus,
the specific wording used for each service item was: “Not using each AI-powered service for
the next 1 year.” Additionally, we considered 9 monetary values, including $1, $5, $10, $20,
$50, $100, $500, $1,000, and $5,000. The wording employed for these monetary values was:
“Earning some amount of money (e.g., $100) less for the next 1 year.” We created 70 questions
employing a balanced incomplete block design (BIBD)21. The experimental procedure was
the same as the one conducted for the C-BTS group in our previous experiments; We first
provide the description of the BTS algorithm with training questions, and then, we provided
customized cheap talk scripts for evaluating the value of AI-powered services, as outlined
in the appendix. Then, participants were asked to answer up to 15 random questions after
responding to a screening question regarding their previous usage of each AI-powered service.

21In the implementation, we excluded five questions that solely involved monetary-value items for more
efficient data collection. Subsequently, we imputed the responses for these questions based on the assumption
that the subjects had answered them correctly.
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For each question, we emphasized: “The more accurately you answer, as if you were in real
situations, the more likely you are to receive an additional payment of $20 in this experiment.”
As our goal is to measure the consumer value of AI-powered services in the population, we
attempted to recruit a representative sample of U.S. adults who are over 18 years old in this
experiment. We recruited 266 respondents using an automatic census-matched template
provided by the Connect platform, which matched participants based on U.S. citizenship,
gender, age group, ethnicity, race, income, and education level. After dropping subjects who
failed in attention checks22, we had 216 respondents for analyses.

6.3 Results and Discussion

We fit the conditional logit model to the responses, and the results are given in the appendix.
However, the estimated coefficients, which can be interpreted as the relative utility from each
AI-powered service, are a little bit hard to interpret, so we interpolated23 the dollar value of
each item as we did in Section 5. The results are given in Figure 6.

We found that several AI-powered services are highly valued, even in terms of the WTP,
which tends to be significantly lower than the WTA. For instance, the interpolated dollar
value of “getting real-time fraud alerts from one’s credit card company or bank” is esti-
mated to be around $332.0 per year. In our screening question, 80.9% of respondents whose
information matched the census data reported using this service in the past year. As a
back-of-the-envelope calculation, with a total adult population of 258.3 million in the U.S.,
the value of this AI-powered service alone amounts to approximately $69.4 billion per year.
Similarly, the value of “using real-time traffic information on one’s mobile maps” is about
$32.8 billion per year, and the value of “using any email spam filters” is about $19.0 billion
per year. Considering these services are usually provided for free, these estimates highlight
the significant contribution of AI-powered services to the well-being of citizens, despite the
fact that the benefits from these digital goods may not be explicitly captured in economic
statistics (Brynjolfsson et al., 2019b). This phenomenon is not limited to “free” digital
goods. Even in physical products with a positive market price, like smartphones, AI plays a
significant role in greatly enhancing our lives. For example, the “autofocus” feature, valued
at $66.8 per year, was first introduced in the iPhone 3GS in 2009. However, the price of the

22Among the total of 65 questions in this experiment, 21 questions had 2 out of 3 options related to
monetary amounts, and we used these questions as attention checks, just as we did in our previous experiment.

23Unlike the previous experiment in Section 5, where we used a quadratic utility function for interpolation,
in this experiment, we assumed a log utility function because it better fits our data (R-squared: 0.9876).
When fitting a log utility function, we dropped $5,000 as it resulted in greater bias.
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Figure 6: The Interpolated WTPs for AI-powered Services
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iPhone decreased by $10024 compared to the previous model, the iPhone 3. Similarly, the
“Face ID” feature, which was first introduced in the iPhone X in 2017, is valued at $84.2
per year. Despite a price increase of $30025 compared to the previous model, the iPhone 8,
mainly due to significantly improved physical features (such as a much larger screen, changes
in a form factor, etc.), considering that people use smartphones for multiple years, this sin-
gle feature itself can almost offset the price increase of the product. We found that some
AI-powered services such as instant chatbots, personalized ads, and friend recommendations
have relatively lower value. However, even though we evaluated the value of only 12 out of
countless AI-powered services, they still provide an annual value of approximately $189.1
billion to the adult population in the United States. This amount corresponds to about
0.74% of the total U.S. GDP (approximately $25.46 trillion in 2022). Nonetheless, even this
figure may represent only a small portion of the overall value that AI brings to society.

We additionally investigated demographic heterogeneity in the WTPs for AI-powered
services, by gender, age, income, and education level26. We found that females generally

24For the 16GB model, the price of the iPhone 3GS was $199, while the price of the iPhone 3 was $299.
25For the 64GB model, the price of the iPhone X was $999, while the price of the iPhone 8 was $699.
26Due to the limited sample size, we performed binary classification based on the median value for each
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tend to place higher value on AI-powered services included in this experiment compared to
males. Older people tend to value certain services, such as “real-time fraud alerts ” and
“email spam filters,” significantly more than younger people. Among the low-income group,
there was a relatively higher valuation of “Face ID ” and “content recommendation,” whereas
the high-income group tended to value “autofocus for cameras” relatively more. Similarly,
among the low-education group, there was a relatively higher valuation of “Face ID” and
“content recommendation,” whereas the high-education group tended to value “email spam
filters“ and “ridesharing” relatively more. The detailed results are provided in the appendix.

7 Conclusion

Survey-based research plays a important role in collecting valuable data, which are then
used for making critical economic and business decisions. Therefore, if there exist biases
in the survey responses, it could seriously harm and mislead our decision-making. Several
bias-mitigating approaches have been suggested, but each approach conceptually covers only
a portion of the potential sources of hypothetical bias. This study suggests an alternative
approach, the C-BTS. Due to the complementary relationship between cheap talk and the
BTS, the C-BTS can more comprehensively address the main sources of hypothesis bias,
such as the lack of incentives, social desirability concerns, and cognitive biases. In our proof-
of-concept experiments, we show that the C-BTS can elicit more truthful responses even
in situations where neither the BTS nor cheap talk alone work well enough. We have also
confirmed that the C-BTS works well in different formats (binary discrete choices and BWS
format) and with different contexts (donation decision-making and economic valuation of
digital goods). We presume that the success of the C-BTS in our experiments can be
attributed to its structure being similar to real choices: The cheap talk component induces
people to think about their decision-making in the context of their real life, and the BTS
component ensures that their choices have consequences that directly affect their utility.

We would like to provide some advice on the application of the C-BTS in practice. Firstly,
we recommend avoiding the use of specific numbers (e.g., people overstated their actual WTP
by “200 percent” in a hypothetical situation) or some strong expressions (e.g., there was a
“huge” discrepancy between real and hypothetical responses in previous studies) in cheap

demographic factor as follows: (1) gender - male and female, (2) age - old (equal to or more than 38 years
old) and young (less than 38 years old), (3) income: high (personal income: equal to or greater than $40,000)
and low (personal income: lower than $40,000), and (4) education level: high (at least associate degree) and
low (some college but no degree or without any college attendance)
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talk scripts, as they can introduce biases. In the C-BTS, if bias occurs from the cheap talk
component, we are concerned that it may be even further amplified by the monetary incen-
tives provided in the BTS component. Second, we believe that the process of participants
recalling real-life situations through cheap talk scripts requires a more complex cognitive
process, compared to simply recognizing the fact that the BTS can actually reward truthful
responses. Therefore, we recommend showing the BTS instruction first and presenting cheap
talk scripts just before participants respond to the survey questions, so that they can better
recall real-life situations during the survey process. Indeed, in our pilots, we found that the
C-BTS did not perform well enough when we reversed the order of the BTS and cheap talk
instructions. Finally, there can be concerns about whether the C-BTS should always be used
instead of cheap talk or the BTS in every survey. We believe that the answer to this question
may vary depending on the context of each survey. On one hand, if the survey content is
very simple and pertains to a clear situation , and therefore it is certain that there will be no
potential cognitive bias arising from the difference between real and hypothetical situations,
using the BTS alone would be sufficient. On the other hand, if it is guaranteed that survey
participants will respond to the questions as carefully and truthfully as possible, without
any carelessness or intentional deception, using cheap talk alone would be fine. However, in
general, we recommend using the C-BTS for surveys where the context is multidimensional
and there is a possibility of bias arising from several unknown sources.

The C-BTS successfully elicited more truthful survey responses in this study, but addi-
tional robustness checks will be necessary. In future research, comparing the efficacy of the
C-BTS with other approaches that were not tested in this study (e.g., time-to-think method,
honesty priming, solemn oath, etc.) would be helpful. Additionally, validating the use of the
C-BTS in a wider variety of contexts (such as health, environment, political opinions, etc.)
would also be beneficial. We hope that this study contributes to the ongoing discussions on
better ways to mitigate biases in survey studies.
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Online Appendix
Cheap Talk with the Bayesian Truth Serum

A Additional Results

Figure Appendix 1: The Results on Donation Decision-making in Barrage and Lee (2010)
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Figure Appendix 2: The Full Sample Results on Donation Deicision-Making without Atten-
tion Check
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Figure Appendix 3: The Demand Curve for Facebook from Binary Discrete Choices
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Figure Appendix 4: The Demand Curve for Instagram from Binary Discrete Choices
0

10
20

30
40

50
th

e 
am

ou
nt

 o
f $

 o
ffe

re
d

0 10 20 30 40 50 60 70 80 90 100
% keep Instagram for 1 week

(a) Hypothetical Group

0
10

20
30

40
50

th
e 

am
ou

nt
 o

f $
 o

ffe
re

d

0 10 20 30 40 50 60 70 80 90 100
% keep Instagram for 1 week

(b) Real Group

0
10

20
30

40
50

th
e 

am
ou

nt
 o

f $
 o

ffe
re

d

0 10 20 30 40 50 60 70 80 90 100
% keep Instagram for 1 week

(c) BTS Group

0
10

20
30

40
50

th
e 

am
ou

nt
 o

f $
 o

ffe
re

d

0 10 20 30 40 50 60 70 80 90 100
% keep Instagram for 1 week

(d) Cheap Talk Group

0
10

20
30

40
50

th
e 

am
ou

nt
 o

f $
 o

ffe
re

d

0 10 20 30 40 50 60 70 80 90 100
% keep Instagram for 1 week

(e) C-BTS Group

4



Table Appendix 1: The Conditional Logit Estimates for the Value of AI-powered Services

AI-powered services coefficients standard errors
Fraud alerts -3.760 (0.129)

Real-time traffic -3.242 (0.121)
Email spam filters -2.834 (0.117)

Search terms -2.243 (0.114)
Friend recomm. -0.913 (0.125)
Personal ads. -0.952 (0.120)

Voice assistants -2.400 (0.117)
Face ID -2.878 (0.124)

Autofocus -2.728 (0.116)
Content recomm. -2.375 (0.115)

Chatbot -1.808 (0.117)
Ridesharing -2.502 (0.132)

Earning $5 less -1.213 (0.113)
Earning $10 less -1.292 (0.100)
Earning $20 less -2.231 (0.106)
Earning $50 less -2.399 (0.110)
Earning $100 less -2.843 (0.112)
Earning $500 less -4.109 (0.125)

Earning $1,000 less -4.486 (0.132)
Earning $5,000 less -6.402 (0.191)

Earning $1 less - -

Observations 25,710
* The standard errors of the estimated coefficients are given in
parentheses.
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Figure Appendix 5: The Consumer Value of the AI-powered Services by Gender
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Figure Appendix 6: The Consumer Value of the AI-powered Services by Age
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Figure Appendix 7: The Consumer Value of the AI-powered Services by Income
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Figure Appendix 8: The Consumer Value of the AI-powered Services by Education
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B Instructions and Sample Questions

Figure Appendix 9: Real Group in Donation Decision-Making
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Figure Appendix 10: C-BTS Group in Donation Decision-Making
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Figure Appendix 11: Real Group in Measuring the WTA Using Binary Discrete Choices
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Figure Appendix 12: Cheap Talk Part in C-BTS in Measuring the WTA Using Binary
Discrete Choices
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Figure Appendix 13: Real Group in Measuring the WTP Using the BWS Format
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Figure Appendix 14: Cheap Talk Part in C-BTS in Measuring the Consumer Value of AI-
powered Services
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